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Volume Threshold Results ±1 Case

Random ±1 Polytopes

µ - uniform probability measure on {−1, 1}n

Let Z1, . . . ,ZN(n) be independent random vectors ∼ µ and set

CN = conv {Z1, . . . ,ZN} .

Peter Pivovarov (University of Alberta) Volume Thresholds June 28th, 2007 2 / 17



Volume Threshold Results ±1 Case

Random ±1 Polytopes

µ - uniform probability measure on {−1, 1}n

Let Z1, . . . ,ZN(n) be independent random vectors ∼ µ and set

CN = conv {Z1, . . . ,ZN} .

Theorem (Dyer, Füredi, McDiarmid, 1992)

Let ε > 0 and λ = 2/
√

e ≈ 1.213. Then, as n → ∞,

E[vol (CN)]

vol ([−1, 1]n)
−→

{

0 if N ≤ (λ − ε)n,

1 if N ≥ (λ + ε)n.
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Let Z1, . . . ,ZN(n) be independent random vectors ∼ µ and set

CN = conv {Z1, . . . ,ZN} .

Theorem (Dyer, Füredi, McDiarmid, 1992)

Let ε > 0 and λ = 2/
√

e ≈ 1.213. Then, as n → ∞,

E[vol (CN)]

vol ([−1, 1]n)
−→

{

0 if N ≤ (λ − ε)n,

1 if N ≥ (λ + ε)n.

Generalized by Gatzouras & Giannopoulos in 2006 to a large class of
compactly supported probability measures µ.
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Volume Threshold Results Gaussian Case

Gaussian Model?

γn - standard Gaussian measure N(0, In) on R
n

Let g1, . . . , gN(n) be independent random vectors ∼ γn and set

KN := conv {g1, . . . , gN} .

Question: What does it mean for KN to capture significant volume?

Peter Pivovarov (University of Alberta) Volume Thresholds June 28th, 2007 3 / 17



Volume Threshold Results Gaussian Case

A First Approach

Fix R = R(n) > 0.

We’ll study
E vol (KN ∩ RBn

2 )

vol (RBn
2 )

Since E|g1| ≈
√

n, one natural choice for R is R(n) =
√

n.
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Volume Threshold Results Gaussian Case

As usual, let

Φ(a) :=
1√
2π

∫

a

−∞
e−x2/2dx

Well-known: 1 − Φ(a) ≈ 1√
2π(a+1)

e−a2/2.
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Well-known: 1 − Φ(a) ≈ 1√
2π(a+1)

e−a2/2.

Set
Ψ(a) := (1 − Φ(a))−1.

Theorem

Let κ > 0, c > 0 and let 0 < ε < c. Then, as n → ∞,

E[vol (KN ∩ cnκBn
2 )]

vol (cnκBn
2 )

−→
{

0 if N ≤ Ψ((c − ε)nκ),

1 if N ≥ Ψ((c + ε)nκ).
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Well-known: 1 − Φ(a) ≈ 1√
2π(a+1)

e−a2/2.

Set
Ψ(a) := (1 − Φ(a))−1.

Theorem

Let κ > 0, c > 0 and let 0 < ε < c. Then, as n → ∞,

E[vol (KN ∩ cnκBn
2 )]

vol (cnκBn
2 )

−→
{

0 if N ≤ Ψ((c − ε)nκ),

1 if N ≥ Ψ((c + ε)nκ).

(Affentranger, ’91) gives an asymptotic formula for E vol (KN) where n is
fixed and N → ∞.
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Elements of the Proof ±1 Case

±1 Case

Note that

E vol (CN) = E

∫

[−1,1]n

1{x∈CN}dx =

∫

[−1,1]n

P(x ∈ CN)dx .
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Elements of the Proof ±1 Case

±1 Case

Note that

E vol (CN) = E

∫

[−1,1]n

1{x∈CN}dx =

∫

[−1,1]n

P(x ∈ CN)dx .

Let H be a closed halfspace with x ∈ H.

Z i

H

x

⇒ P(x ∈ CN) ≤ NP(Z1 ∈ H).
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Elements of the Proof ±1 Case

For x ∈ [−1, 1]n, let

Hx := {closed halfspaces H : x ∈ H}

and set

q(x) := inf
H∈Hx

P(Z1 ∈ H)
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For x ∈ [−1, 1]n, let

Hx := {closed halfspaces H : x ∈ H}

and set

q(x) := inf
H∈Hx

P(Z1 ∈ H)

= inf
H∈Hx

|H ∩ {−1, 1}n|
2n

.
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Elements of the Proof ±1 Case

For x ∈ [−1, 1]n, let

Hx := {closed halfspaces H : x ∈ H}

and set

q(x) := inf
H∈Hx

P(Z1 ∈ H)

= inf
H∈Hx

|H ∩ {−1, 1}n|
2n

.

For α > 0, set

Qα
n := {x ∈ [−1, 1]n : q(x) ≥ e−αn}.

Note that

x 6∈ Qα
n ⇐⇒ ∃ H ∈ Hx : |H ∩ {−1, 1}n| < 2ne−αn.
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Elements of the Proof ±1 Case

x 6∈ Qα
n ⇐⇒ ∃ H ∈ Hx : |H ∩ {−1, 1}n| < 2ne−αn.

Example: n = 3 and α is chosen such that 2ne−αn = 2.
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Elements of the Proof ±1 Case

x 6∈ Qα
n ⇐⇒ ∃ H ∈ Hx : |H ∩ {−1, 1}n| < 2ne−αn.

Example: n = 3 and α is chosen such that 2ne−αn = 2.

Remark: For µ uniform on [−1, 1]n, Qα
n is just the floating body.
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Elements of the Proof ±1 Case

x 6∈ Qα
n ⇐⇒ ∃ H ∈ Hx : |H ∩ {−1, 1}n| < 2ne−αn.

Example: n = 3 and α is chosen such that 2ne−αn = 2.

Remark: For µ uniform on [−1, 1]n, Qα
n is just the floating body.

Lemma

P(Qα
n ⊂ CN) ≥ 1 − o(1) − 2

(

N

n

)

(1 − e−αn)N−n (as n → ∞).
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Elements of the Proof Gaussian Case

Gaussian Case

q(x) = 1 − Φ(|x |).

x

Consequently {x ∈ R
n : q(x) ≥ 1 − Φ(R)} = RBn

2 .

Lemma

Let R > 0. Then

P(RBn
2 ⊂ KN) ≥ 1 − 2

(

N

n

)

(Φ(R))N−n.
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More General Measures Preparation...

A Different Take

Let ν be a log-concave probability measure on R
n. Suppose ν is isotropic:

∫

Rn

xdν(x) = 0 and

∫

Rn

〈x , θ〉2dν(x) = |θ|2 ∀ θ ∈ Rn.

Examples:

standard Gaussian measure γn

ν(A) := vol (A ∩ K ) / vol (K ), where K is a convex body in isotropic
position

Behavior of Eν(KN)?
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More General Measures Preparation...

A Different Take

Let ν be a log-concave probability measure on R
n. Suppose ν is isotropic:

∫

Rn

xdν(x) = 0 and

∫

Rn

〈x , θ〉2dν(x) = |θ|2 ∀ θ ∈ Rn.

Examples:

standard Gaussian measure γn

ν(A) := vol (A ∩ K ) / vol (K ), where K is a convex body in isotropic
position

Behavior of Eν(KN)?

Theorem (Klartag, 2006)

There exist universal constants C , c > 0 such that for each 0 ≤ ε ≤ 1,

ν{x ∈ R
n : ||x | −

√
n| ≥ ε

√
n} ≤ Cn−cε2

.
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More General Measures Isotropic, Log-concave

Theorem

Let ν be an isotropic, log-concave probability measure on R
n and let

0 < ε < 1. Then, as n → ∞,

Eν(KN) −→
{

0 if N ≤ Ψ((1 − ε)
√

n),

1 if N ≥ Ψ((1 + ε)
√

n).
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More Threshold Results Random Facets

Polytopes Generated by Random Facets

Let
K ′

N := {x ∈ R
n : 〈gi , x〉 ≤ 1 for each i = 1, . . . ,N}.

Theorem

Let κ > 0, c > 0 and let 0 < ε < c. Then, as n → ∞,

E[vol
(

K ′
N
∩ (cnκ)−1Bn

2

)

]

vol ((cnκ)−1Bn
2 )

−→
{

1 if n < N ≤ Ψ((c − ε)nκ),

0 if N ≥ Ψ((c + ε)nκ).
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2 )

−→
{

1 if n < N ≤ Ψ((c − ε)nκ),

0 if N ≥ Ψ((c + ε)nκ).

Theorem

Let ν be an isotropic log-concave prob. measure on R
n and let 0 < ε < 1.

Then, as n → ∞,

Eν(nK ′
N) −→

{

1 if n < N ≤ Ψ((1 − ε)
√

n),

0 if N ≥ Ψ((1 + ε)
√

n).
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Spherical Model

Spherical Model

σ - Haar measure on the Euclidean sphere Sn−1

u1, . . . , uN i.i.d. random vectors ∼ σ
Set

LN := conv {u1, . . . , uN}
and

L′N := {x ∈ R
n : 〈ui , x〉 ≤ 1 for each i = 1, . . . ,N}.

Theorem

Let 0 < R < 1 and set r = 1/
√

1 − R2. Let 0 < ε < 1. Then, as n → ∞,

E[vol (LN ∩ RBn
2 )]

vol (RBn
2 )

−→
{

0 if N ≤ exp ((1 − ε)n ln r),

1 if N ≥ exp ((1 + ε)n ln r).
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Spherical Model

Spherical Model

σ - Haar measure on the Euclidean sphere Sn−1

u1, . . . , uN i.i.d. random vectors ∼ σ
Set

LN := conv {u1, . . . , uN}
and

L′N := {x ∈ R
n : 〈ui , x〉 ≤ 1 for each i = 1, . . . ,N}.

Theorem

Let 0 < R < 1 and set r = 1/
√

1 − R2. Let 0 < ε < 1. Then, as n → ∞,

E[vol (LN
′) ∩ R−1Bn

2 ]

vol (R−1Bn
2 )

−→
{

1 if n < N ≤ exp ((1 − ε)n ln r),

0 if N ≥ exp ((1 + ε)n ln r).
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Spherical Model

Theorem

Let 0 < ε < 1. Then, as n → ∞,

E[vol (LN)]

vol (Bn
2 )

−→
{

0 if N ≤ exp
(

(1 − ε)n ln
√

n
)

,

1 if N ≥ exp
(

(1 + ε)n ln
√

n
)

.

Peter Pivovarov (University of Alberta) Volume Thresholds June 28th, 2007 15 / 17



Spherical Model

Theorem

Let 0 < ε < 1. Then, as n → ∞,

E[vol (LN)]

vol (Bn
2 )

−→
{

0 if N ≤ exp
(

(1 − ε)n ln
√

n
)

,

1 if N ≥ exp
(

(1 + ε)n ln
√

n
)

.

(Müller, 1990) gives an asymptotic formula for

vol (Bn
2 ) − E vol (LN) ,

where n is fixed and N → ∞.
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Spherical Model

Theorem

Let 0 < ε < 1. Then, as n → ∞,

E[vol (LN)]

vol (Bn
2 )

−→
{

0 if N ≤ exp
(

(1 − ε)n ln
√

n
)

,

1 if N ≥ exp
(

(1 + ε)n ln
√

n
)

.

(Müller, 1990) gives an asymptotic formula for

vol (Bn
2 ) − E vol (LN) ,

where n is fixed and N → ∞.

For the dual case it is tempting to consider

vol (Bn
2 )

E[vol
(

L′
N

)

]

but in fact
E[vol

(

L′N
)

] = ∞.
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Spherical Model

Theorem

Let 0 < ε < 1.

a. There exists a sequence (tn)
∞
n=1 = (tn(ε))

∞
n=1 with tn > 1 and

lim
n→∞

tn = 1 such that

lim
n→∞

vol (Bn
2 )

E vol
(

L′
N
∩ tnB

n
2

) = 0 if n < N ≤ exp
(

(1 − ε)n ln
√

n
)

.

b. There exists a sequence (Rn)
∞
n=1 = (Rn(ε))

∞
n=1 with Rn > 1 and

lim
n→∞

Rn = ∞ such that

lim
n→∞

vol (Bn
2 )

E vol
(

L′
N
∩ RnB

n
2

) = 1 if N ≥ exp
(

(1 + ε)n ln
√

n
)

.
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